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One way ANOVA

1. Select mode_edit Analysis 

2. Begin by selecting ANOVA
and ANOVA within this menu







3. Identify your independent and dependent variables 
	When ready click on the +Add/Modify 
	Use “down” arrow on the right hand side to see all possible variables
	With the variable you want marked  click on ‘add dependent variable’ 
	Repeat the process for selecting your independent variable
	We are not doing any interactions so you can ignore these.
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Once both the IV and DV are entered view the research questions and hypothesis to check if OK Extra help and information can be found by hitting the tutorial button

Hit ‘calculate’ 

1. View the raw output view (choose button on top)
2. View the results. 
	
[image: ]Important Note! All an ANOVA test can tell you is whether there are statistically significant differences somewhere in the data as a whole. It cannot tell you just where those differences lie. The ANOVA itself can only tell you that at least one group in there is different from some other group in there …but not which ones. Therefore IF (and only if) your Between Groups pvalue falls below 0.05, then you will want to run a post-hoc comparison. 

1. View the document view to see example of write up  
image1.png
¥ https://anslyze.intellectusstatistics.com/=
© Mywey

5 (8 bitps-vaweannuslcredit... 1§ bitps--ww.annualereditr

[

IntellectusStatistics™

view_module
Data Tools

mode_edit Analyses
Assumptions
Descriptives
Correlations

2 Tests

Proportions Tests
t-Tests

ANOVAs

Regressions
Nonparametrics.

Path Modeling Analyses

Advanced v

& Data Analysis Plans

power Power Analysis

— M

) Log Off ) Web Sice Gallry +

~ @C || Search.

¥ Intellectus Statistics x

Welcome to IntellectusStatistics™

Please select a statistical analysis from the menu on the left

Analysis Suggestion: Mann-Whitney Rank-Sum Test

‘The Shapiro-Wilk test rejected the normality hypothesis, however the Shapiro-Wi
tendency to be overly conservative. Examine the Q-Q scatterplot to further evalua
normality. If the points form a relatively straight line, i is reasonable to assume nc
For the purpose of comparing results, you may want fo conduct a Mann-Whitney 1
test, which does not require normality (Conover & Iman, 1981), to conl
Mann-Whitney rank-sum test

Two-Tailed Independent Samples £-Test

Introduction. An fwo-tailed independent samples r-test was conducted to cxamine

mean of HF_SCI was significantly different between the 0 and 1 categories of Fems
Assumptions. The assumptions of normality and homogeneity of variance were ass

Normality. A Shapiro-Wilk test was conducted to determine whether HF_SCI coulc
produced by a normal distribution (Razali & Wah, 2011). The results of the Shapiro

were significant, J7'=0.91, p = 018. These results suggest that HF_SCI is unlikely

produced by a normal distribution; thus normality cannot be assumed. However, the

random variable will be approximately normally distributed as sample size increase
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Independent Variables
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Interactions:
Click the 'Add Two-Way Interaction’ or ‘Add Three-Way Interaction' button to add an inter to the analysis

Add Two-Way Interaction | Add Three-Way Interaction

Add Independent Variables
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Analysis of Variance (ANOVA)

Research Question:
Is there a statistically significant difference on Dependent Variable by Independent Variable?

Null Hypothesis (Ho):
There is not a statistically significant difference on Dependent Variable by Independent Variable.

Alternative Hypothesis (Hy):
There is a statistically significant difference on Dependent Variable by Independent Variable.

ANOVA

Dependent Variable: (Required)
+Add / Modify.

Independent Variables & Interactions: (1 or More Required)
+Add / Modify.
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Analysis of Variance Table for HF_SCI by Group A Table of Contents.

ANOVA Results:

£ ANOVA for HF_SCI by Group

N Tern ss ar B 3 e
e_edit Analyses Group 4sa.87 2 0.45 .sa2 0.03
Resicuals 1esas0 27
iptions
Means Table:
iptives
Conbinacion u E) n
ations i s1.700 25208 1
2 ss.600 18757 1
B 55.000 25051 1
Note. - indicate sample size was Too small o caloulave stavistic.

Bost-noc Comparisons with Tukey's Honest Significant Difference Test:

Comparizon M Ter Limic Upr Limit »
21 -6.10 3104 18.84 .88
31 3.30 2.6 28.2¢ .ea3
32 s.40 -15.54 343 .62t

Note. M is calculated on the differences between the groups in each comparison.
Upper and lower limits for the means are caloulated using a 95% confidence interval.

od Model ANOVA

del ANC v
Model ANCOVA Download Document





